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the negotiation metaphor: Task distribution is viewed as a form of contract
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We emphasize that protocols for distributed problem solving should help
determine the content of the information transmitted, rather than simp]y
provide a means of sending bits from one node to another

The use of the contract net framework is demonstvated in the solution of
a simulated problem in area surveillance, of the sort encountered in ship or

‘air traffic control,  We discuss the mode of operation of a distributed
sensing system, a network of nodes extending throughout a relatively large

geographic area, whose primary aim is the formation of a dynamic map of traffic
n the area.

“ From the results of this preliminary study we abstract features of the
framework applicable to problem solving in general, examining in particular
transfer of control.pg~Comparisons with PLANNER, CONNIVER, HEARSAY-II, and
PUP6 are used to dem’%strate that negotiation -- the two-way transfer of
information -- is a natural extension to the transfer of control mechanism
used in earlier problem-solving systems.
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- ABSTRACT

We describe the coricept of distributed problem solving and define it as the cooperative
solution of problems by a decentralized and loosely coupled collection of problem solvers, This
appreach to problem solving offers the promise of increased performance and provides a useful
medium for exploring and developing new problem-solving technicjues.

. We present a framaework called the contract net that specifies communication and control in
a distributed problem solver. Task distribution is viewed as an interactive process, a discussion
carried on between a node with a task to be executed and a ¢roup of nodes that may be able to
execute the task. We describe the kinds of information that must be passed between nhodes during
the discussion in order to obtain effective problem-solving behavior. This discussion is the origin of
the negatiation metaphor: Task distribution is viewed as a form of contract negotiation.

We emphasize that protocols for distributed problem solving should help determine the
content of the information transmitted, rather than simply provide a means of sending bits from one
node to another.

Tha use of the contract net framework Is demonstrated in the solution of a simulated problem
in area surveillance, of the sort encountered in ship or air traffic control. We discuss the mode of
operation of a distributed sensing system, a network of nodes extending throughout a relatively large
geographic area, whose primary aim is the formation of a dynamic map of traffic in the area.

From the results of this preliminary study we abstract features of the iramework applicable to
problem solving in general, examining in particular transfer of control. Comparisons with PLANNER,
CONNIVER, HEARSAY-II, and PUPs are used to demonstrate that negotiation -- the two-way transfer of
information --- is a natural extension to the transler of control mechanisms used in earlier

problem-solving systems.
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Abstract

We describe the concept of disiributed problem solving and define it as the cooperative
solution of problems by a decentralized and loosely coupled collection of problem solvers. This
approach to problem solving offers the promise of increased performance and provides a useful
medium tor exploring and developing new problem-solving techniques.

We present a framework called the contract net that specifies communication and control in
a distributed problem solver. Task distribution is viewed as an interactive process, a discussion
carried on between a node with a task to be executed and a group of nodes that may be able to
execute the task. We describe the kinds of information that must be passed between nodes during
tha discussion in order to abtain effective problem-solving behavior. This discussion !s the origin of
the negotiation metaphor: Task distribution Is viewed as a form of contract negotiation.

We emphasize that protocols for distributed problem solving should help determine the
content of the information transmitted, rather than simply provide a means of sending bits from one
node lo another.

The use of tha contract net framawork is demonstrated in the solution of a simulated problem
in area surveillance, of the sort encountered in ship or alr traffic control. We discuss the mode of
operation of a distribuited sensing system, a network of nodes extending throughout a relatively large
geographic drea, whose primary aim is the formation of a dynamic map of traffic in the area.

From the results of this preliminary study we abstract features of the framework applicable to
nroblem solving in general, examining in particular transter of control. Comparisons with PLANNER,
CONNIVE I}, HEARSAYHI, and PUPe gre used to demonstrate that negotiation -- the two-way transfer of
information -~ is a natural extension to the transfer of control mechanisms used in earller
problem- solving systems.
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1. INTRODUCTION

Traditional work in problem solving has, for the most part, been set in the context of a single
processor. Recent advances in processor fabrication techniques, however, combined with
developments in communication technology, offer the chance to explore new ideas about problem
solving employing multiple processors.

In this paper we describe the concept of distributed problem solving, characterizing it as the
cooperative solution of problems by a decentralized and loosely coupled collection of problem
solvers. We find three issues central to the successful construction of frameworks for distributed
problem solving. labeling them (i) the fundamental conflict between the complete knowledge needed
to ensure coherence and the incomplete knowledge inherent in any distribution of problem solving
effort, (i) the need for a problem solving protocol, and (iii) the utility of negotiation as a organizing
principle. We illustrate our approach to those issues in a framework called the contract net.

Section 2 describes our concept of distributed problem solving in more detail, contrasting it
with the more widely known topic ol distributed processing. Section 3 explores some of the
motivations for distributed problem solving, suggesting what we hope to gain from this work. In
Section 4 we consider the three issues listed above, describing in more detail what we mean by each
and documenting the importance of each to the problems at hand.

Section 5 describes now a group of human experts might cooperate in solving a problem and
illustrates how this metaphor has proved useful in guiding our work. Section 6 then considers several
observations about how a group of computers might cooperate to solve a problem and illustrates the
contributions these observations have made to our work.

In Section 7 we describe the contract net. We focus on its use as a framework for
orchestrating the efforts of a number of loosely coupled problem solvers. More detailed issues of its
implementation, as well the tradeolfs involved in its design, are covered elsewhere (see, e.g., [24],
[25], and [26]). Section 8 describes an application of the contract net. We consider a problem in
distributed sensing and show how our approach permits a useful degree of self-organization.

Section 9 then takes a step back to consider the issue of transfer of control. We show how
the perspective we have developed --- notably the issue of negotiation --- offers useful insights about
the concept of controi transfer. We review invocation techniques from a number of programming
languages and illustrate that the whole range of them can be viewed as a progression from simple to
increasingly more sophisticated information exchange. In these terms the negotiation technique
used in the contract net becomes a natural next step.

Sections 10 and 11 consider the sorts of problems for which our approach is well suiteJ and
describe the limitations and open problems in our work to date.

2. DISTRIBUTED PROBLEM:'SOLVING: OVERVIEW

In our view, three defining characteristics of distributed problem solving are that it is a
cooperative activity of a group of decentralized and /oosely coupled knowledge-sources (KSs), each
of which may reside in a distinct processor node. The KSs cooperate in the sense that no one of them
has sufficient information to solve the entire problem, so a mutual sharing of information is necessary
to allow the group as a whole to produce an answer. By decentralized we mean that both control and
data are logically and often geographically distributed; there is neither global control nor global data
storage. Loosely coupled means that individual KSs spend most of their time in computation rather
than communication.

interest in such problem solvers arises from the promise of increased speed, reliability, and
extensibility, as well as ability to handle applications with a natural spatial or functional distribution,
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and the potential for increased tolerance to uncertainty in data and knowledge.

Distributed problem solving differs in several fundamental respects from the more widely
known topic of distributed processing. Perhaps the most important distinction arises from examining
the origin of the system and the motivations for interconnecting machines.

Distributed processing systems often have their origin in the attempt to synthesize a network
of machines capable of carrying out a number of widely disparate tasks. Typically, several distinct
applications are envisioned, with each application concentrated at a single nade of the network (as
for example in a three-node system intended to do payroll, order entry, and process control). The aim
is to find a way to reconcile any conflicts and disadvantages arising from the desire to carry out
disparate tasks, in order to gain the.benefits of using multiple machines {sharing of data bases,
graceful degradation, etc.).

Unfortunately, the conflicts that arise are often not simply technical (e.g., word sizes,
database formats, etc.) but include sociological and political problems as well (see, e.g., [6]). The

. attempt to synthesize a number of disparate tasks thus leads to a concern with issues such as access

control and protection, and results in viewing cooperation as a form of compromise between
potentially conflicting views and desires at the level of system design and configuration.

In distributed problem solving, on the other hand, there is a single task envisioned for the
system and the resources to be applied have no other predefined roles to carry out. We are building
up a system de novo and can as a result choose hardware, software, etc. with one aim in mind: what
selection will lead to the most effective environment for cooperative behavior. This also means that
we view cooperation in terms of benevolent problem solving behavior, i.e., how can systems that are
perfectly willing to accommodate one another act so as to be an effective team. Our concerns are
thus with developing frameworks for cooperative behavior between willing entities, rather than
frameworks for enforcing cooperation as a form of compromise between potentially incompatible
entities.

A second important distinction arises from our focus on traditional issues of problem solving.
We intend, for example, that the system itself should include as part of its basic task the partitioning
and decomposition of a problem. Work in distributed processing, by comparison, has not taken
problem solving as a primary focus. It has generally been assumed, for example, that a well-defined
and a priori partitioned problem exists. The major concerns lie in an optimal static distribution of
tasks, methods for interconnecting processor nodes, resource allocation, and prevention of
deadlock. Complete knowledge of the problem has also been assumed (i.e., explicit knowledge of
timing and precedence relations between tasks) and the major reason for distribution has been
assumed to be load-balancing (e.g., [1], [2]). Since we do not make these assumptions, we cannot
take advantage of this pre-planning of resources. As will become clear, this makes for significant
differences in the issues which cofcern us and in the design of the system.

A final distinction results from the lack of substantial cooperation in most distributed
processing systems. Typically, for instance, most of the processing is done at a central site and
remote processors are limited to basic data collection (e.g., credit card verification). The word
distributed is usually taken to mean spatial distribution of data --- distribution of function or control is
not generally considered.

One way to view the various research efforts is in terms of the three levels indicated in Figure
1. Atthe lowest level the focus is the processor architecture. The main issues here are the design of
the individual nodes and the interconnection mechanism. The components of an individual node
must be sclected (e.g., processor(s) and memory), and appropriate low-level interconnection
methods must be chosen (e.g., a single broadcast channel, complete interconnection, a regular
lattice, etc.).

The middle level focuses on the systems aspects of the problem solver. Among the concerns
at this level are sucii issues as guaranteeing message delivery, guaranteeing database consistency,
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and techniques for database recovery.

The focus at the top level is problem solving, where the concerns are internode control and
knowledge organization; in particular how to achieve effective problem-solving behavior from a
collection of asynchronous nodes. There is therefore a greater concern with the content of the
information to be communicated between nodes than with the form in which the communication is
effected.

All of these levels are important foci of research and each successive level depends on the
ones below it for support. Our concern in this paper, however, lies primarily at the level of problem
solving. '

PROBLEM SOLVING
I
]

Fig. 1: A layered approach to distributed problem solving.

For the remainder of this paper we will assume that the underlying hardware architecture is a
network of loosely coupled, asynchronous nodes. Each node has a local memory; no memory is
shared by all nodes. Each node may, and typically will, contain several distinct KSs. There is no
central controller; each node makes its own choices about tasks to work on. The nodes are
interconnected so that every node can communicate with every other by sending messages, perhaps
over a broadcast channel. We also assume the existence of a low-level communication protocoi to
support efficient communication of bit streams between nodes.

3. DISTRIBUTED PROBLEM SOLVING: MOTIVATION

A major motivation for this work lies in the potential it offers for making available more
problem solving power, by applying a collection of processors to the solution of a single problem. It
may, for example, prove much easier to coordinate the actions of twenty medium-sized machines
than it is to build a single machine twenty (or even ten) times as large.

A distributed approach may also be well suited to problems that have either a spatial
distribution or a large degree of functional specialization. Spatial distribution often occurs in
problems involving interpretation of signal data from muitiple sensors (e.g., [19]). Functional
specialization may occur in problems like understanding continuous speech (e.g., [16]): information
from many different knowledge-sources (e.g., signal processors, parsers, etc.) must be combined to
solve the problem.

Distributed problem solving also offers a way to apply to problem solving the recent
advances in both processor fabrication and communication techniques. Low-cost, small-scale vLsi
processors are how commonplace, with larger scale processors expected in the near future {20]. The
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synthesis of advanced computer and communication technology that has resulted in networks of
resource-sharing computers (e.g., [12], [14]) offers a foundation for work on distributed
architectures. With these two developments as foundations, work can begin focusing on techniques
for effective use of networks of machines. '

One reason for interest in distributed architectures in general is their capacity for reliable
computation. As a resuit of minimizing of shared, centralized resources, they offer the potential for
graceful degradation of performance in the face of individual component failures. By placing problem
solving in this environment, we have the chance to make it simiiarly reliable. The use of an approach
like the contract net, which distributes both contro! and data, also makes possible additional
responses to component failure. In addition to the standard response of continuing to function as
before (albeit more slowly), the option may exist of having the system reconfigure itself to take into
account the hardware available (see Section 11).

Finally, and somewhat more speculatively, there is the argument about "bounded
rationality”. Some tasks appear difficult because of their size. They are "too big" to contemplate all
at once and are not easily broken into modular sub-problems (e.g., the working of the national
economy, the operation of a large corporation). :

In such cases it may be difficult, both conceptually and practically, for a single problem
solver to deal effectively with more than a small part of all of the data or knowledge required to solve
the problem. Trying to scale up the hardware of a single problem solver may ease the practical
problem but does not solve the conceptual difficulty.

it may instead prove more effective to use multiple problem solvers, each of which handles
some fraction of the total problem, and to provide techinques for dealing with the interaction between
the sub-problems.

Recent work has explored a number of ideas relevant to accomplishing this goal. There is,
for example, the original HEARSAY-Il mode! of cooperating KSs ([16]), in which each KS had a sharply
limited domain of expertise. It demonstrated the practicality of using a number of independent KSs to
encode large amounts of knowledge about a domain. The work in [17] reports on an experiment that
distributed both knowledge and data. In Section 7 we describe an approach to distributing problem
solving effort that dynamically distributes knowledge, data and control.

4. THE FUNDAMENTAL ISSUES

Qur study of distributed problem solving to date has identified three issues that appear to be
central to the undertaking: (i) the fundamental difficulty of ensuring global coordination of behavior
when that behavior results from the aggregation of actions based on local incomplete knowledge, (ii)
the necessity of a protocol dealing with problem solving rather than with communication, and (iii) the
utility of negotiation as a fundamental mechanism for interaction. In this section we describe each of
the issues briefly, Sections 5 and 6 then demonstrate how these issues arise from basic
considerations of the task at hand.

4.1 Global Coherence and Limited Knowledge

One obvious problem that arises in employing multiple problem solvers is "coherence". Any
time we have more than one active agent in the system there is the possibility that their actions are in
some fashion mutually interfering rather than mutually supportive. There are numerous ways in which
this can happen. We may have conflicl over resources, one agent may unknowingly undo the resuits
of another, the same actions may be carried out redundantly, etc. In general terms, the collection of
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agents may somehow fail to act as a well-coordinated, purposeful team.

We believe that this problem is due to the fundamental difficulty of obtaining coordinated
behavior when each agent has only & limited, local view. We could, of course, guarantee
coordination if every agent "knew everything”, i.e., it had complete knowledge. I, for example, every
problem solver had complete knowledge of the actions of all the others, it would be possible to avoid
redundant or contflicting efforts.’

Yet any reasonable mode! of distribution appears to require incomplete, local views of the
problem. Complete information is, for example, at least impractical. As we argue in Section 6,
bandwidth limitations make it unreasonable to consider having every node constantly informed of all
developments. -

A limited local view also simplifies the problem conceptually. The problem becomes far more
difficult to think about (and to program) if every problem solver has to keep track of everything. It also
seems contrary to the basic notion of distribution: Part of the motivation is to allow a problem solver
to focus on one part of the problem and ignore the rest.

For these reasons at least, then, any distribution of problem solving eftort appears to imply
incomplete, local knowledge. '

And when we say "incomplete knowledge”, we include in "knowledge" the information
indicating "who needs to know what"., That is, we do not assume the availability of a map of
subproblems and their interactions (As noted earlier, we consider decomposition and distribution to
be part of the system’s task.) Without such a map, there is the chance that necessary interactions are
overlooked and hence we lose a guarantee of coordinated behavior.

Note that once we get such a map, or even a good approximation to it, we can count on the
locality of action and information to make distributed problem solving practical. By locality of action
and information, we mean that the problems typically attacked in Al are generally decomposable into
a set of subproblems in which the effects of actions and the relevance of information is quite local.
The actions taken to solve one subproblem generally affect only a few other subproblems; the
information discovered in solving one subproblem is generally relevant to only a few other
subproblems.? As a result, each problem solver will have to interact with at most a few others, making
limited bandwidth a challenging but not fatal constraint.

To summarize: the conflict arises because distribution seems by its nature to require
supplying each problem solver with only a limited, local view of the problem, yet we wish to
accomplish a global effect --- the solution of the problem at hand. It is not obvious how we can
guarantee overall coordination from aggregations of actions based on local views with incomplete
information. Thus, while the locality of action and information means that distributed problem solving
is feasible, the necessity of incomplete knowledge means that guaranteeing coordinated activity is
difficult.

One very general answer is that we require some foundation for cooperation that extends
across the network of nodes, something that can be used as a basis for cooperation and organization.
As will become clear, our approach to this issue includes the use of (i) the concept of negotiation as a
mechanism for interaction {Section 7-1), (ii) the network of tasks that results from decomposing a

1. This difficully is not limited to distributed problem solving, it is only moare painfully obvious there. The standard notion of
problem decompasition in centralized systems results in limited, local knowledge, and the same difficulty manifests itself as the
well-known problem of interacting subgoals.

2. The first half of this obsetvation --- the locality of the eliects of actions --- is typically used to justify informal solutions to the
frame problem. We can, for instance, account for the effects of an action with a list of consequences, because that list tends to
be short and predictable.

Similarly, the impact of information tends of be local. If |, as one member of a team, am working on one pant of a
problem, most of what is discovered about the rest of the problem is irrelevant to me. Keeping me up to date on every detail
will only prove to be adistraction.
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problem (Section 8-2), and (iii) a common language shared by all nodes (Section 7-4).

Some elements of our protoco! supply a more specific answer. Even though each problem
solver has only a limited view of the problem, the announcement - bid - award sequence of messages
described in Section 7 offers one way for a node to find out who else has relevant information.

Together these mechanisms provide an initial step toward a basis for achieving coordinated
behavior.

4.2 The Need for a Problem Solving Protocol

In most work on protocols for distributed computation the emphasis to date has been on
establishing reliable and efficient communication. Some degree of success has been achieved, at
levels ranging from individual packets to atomic actions (see, e.g., [27]). But these protocols are only
a prerequisite for distributed problem solving. In the same sense that communication among a group
of entities needs a carefully constructed communication protocol, so problem solving by a group of
entities requires a probiem solving protocol. Cooperation cannot be established between nodes
simply by indicating how they are to communicate; we must aiso indicate what they should say to
each other.

give careful consideration to the basic architecture and we need the appropriate protocols. In the
same sense that we pay attention to hardware and systems architecture, so we need to consider a
"problem solving architecture”; as we have protocols that organize the communication of bits and
files, so we need protocols to organize the problem solving activity.

As discussed in Section 7, the contract net takes a step in this direction by providing a set of
message types that indicate the kind of information that nodes should exchange in order to effect one
form of cooperation.

4.3 The Ulility of Negotation

One fourdation of our approach to a problem solving protocol is the concept of negotiation.
By negotiation, we mean a discussion in which the interested parties exchange information and come
to an agreement. For our purposes negotiation has three important components: (a) there is a
two-way exchange of information, (b) each party to the negotiation evaluates the information from its
own perspective, and (c) final agreement is achieved by mutual selection.

The concept of negotiation appears to have muiliple applications. In Section 7, for example,
we explore in detail the application of negotiation to the problem of matching idle problem solvers to
outstanding tasks. This matching is carried out by the system itself, since, as noted, we do not
assume that the problem has already been decomposed and distributed. As the metaphor in Section
5 suggests, neqotiation provides an effective mechanism. We we also see that each of the three
components listed above contributes to its utility as a basis for interaction.

In Section 9-2 we explore a second application of negotiation by considering its utility as a
basis for transfer of control and as a way of viewing invocation as the matching of KSs to tasks. This
view leads to a more powerful mechanism for control transfer, since it permits a more informed choice
from among the alternative KSs which might be invoked. The view also leads to a novel perspective
on the outcome of the interaction. In most previous systems, the notion of selecting what to do next
typically involves taking the best choice from among those currently available. As will become clear,
in the contract net either party hag the option of deciding that none of the currently available options
is good enough, and can decide instead to await further developments.

The issue can also be viewed in the terms suggested by Figure 1. At each level we need to
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5. A COOPERATING EXPERTS METAPHOR

A familiar metaphor for a problem solver operating in a distributed environment is a group of
human experis experienced at working together, trying to complete a large iask.® Of primary interest
to us in examining the operation of a group of human experts is the way in which they interact to solve
the overall problem, the manner in which the workload is distributed among them, and how results are
integrated for communication outside the group. For reasons discussed above, we assume that no
one expert is in total control of the others, although one expert may be ultimately responsible for
communicating the solution of the top-leve! problem to the customer outside the group.

One possible model for the interaction involves group members cooperating in the execution
of individual tasks, a mode we have called "task-sharing" [26]. In such a situation we might see each
expert spending most of his time working alone on various subtasks that have been partitioned from
the main task, pausing occasionally to interact with other members of the group. These interactions
generally involve requests tor assistance on subtasks or the exchange of results.

An expert (E1) may request assistance because he encounters either a task too large to
handle alone, or a task for which he has no expertise, If the task is too large, he will first partition it
into manageable subtasks, and then attempt to find other e> serts who have the appropriate skills to
handle the new tasks. If the original task is beyond his expertise, he attempts right away to find
s annther, more appropriate expert to handle it.

! In either case, E1's problem is now to find experts whose skills match the tasks that he 1
' wishes to distribute. If E1 knows which other experts have the necessary expertise, he can notify

them directly, It he does not know anyone in particular who may be able to assist him (or if the tagks

require no special expertise), then he can simply describe the tagks to the entire group.

If another, available expert (E2) believes he is capable of carrying out the task that E1
announced, he informs E1 of his availability and perhaps indicates as well any especially relevant
skills he may have, E1 may wind up with several such volunteers and can choose from among them.
The chosen volunteer might then request additional details from E1 and the two will engage in further
direct communication for the duration of the task.

In order to distribute the workload in a group of experts, then, those with tasks to be
executed must find others capable ol executing those tasks. At the same time, it is the job of idle
experts to find suitable tasks on which to work. Those with tasks to be executed and those capable of
executing the tasks thus engage in a form of negotiation to distribute the workload. They become

linked together by agreements or informal contracts, forming subgroups of varying sizes that are
created and broken up dynamically during the course of work.*

6. OBSERVATIONS AND IMPLICATIONS

The metaphor of a group of human experts offered several suggestions about organizing
problzm solving eflort. Here we ronsider how a group of computers might cooperate and examine
what that can tell us about how to proceed. We approach this by comparing the use of multipls, 1
distributed processors with the mare traditional model of operation on a uniprocassor. We list several ’

3 This metaphor has been used as a starting point hy [10], [14] and [15), but has resulted in systems that difter from ours in
several ways  The hltorent systems are compared in Section 9.

4 Subgroups al tius type olfer two advantages  First, communication among the members does not neediessly distract the
entre group  This is impoirtant, becavse communication itselt can he a major source of distraction and difficully in a large
group (see for example [8)). Thus one of the major purposes of otganization is to reduce the amount ot communication that is
nevded  Second. the subygroup members may be able to communicate with each other in a language that is more efticient for
thew purpose than the language in use by the entne group (for more on this see [25]).
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basic observations characterizing the fundamental differences and consider the implications that
follow. While the list is not exhaustive, it deals with the differences we find most important.

Communication is siower than computation

That is, bits can be created faster than they can be shipped over substantial distances.® With
current technology, communication aver such distances is in fact much slower than computation.
Attempting to interconnect large numbers of high speed processors can easily lead to saturation of
available bandwidth., Present trends indicate [21] that this imbalance in speed will not only continue,
but that the dispanty is likely to increase. It appears as well that the relative costs of communication
and computation will follow a similar trend.

Several implications follow from this simple observation (Figure 2). It means for example
that we want problem decompositions that yield /oosely coupled systems --- systems in which
processors spend the bulk of their time computing and only a small fraction of their time
communicating with one another. The desire for loose coupling means in turn that we need to pay
attention to the efficiency of the communication protocol: With a more efficient protocol, fewer bits
need to be transmitted and less lime is spent in communicating. it also means that we need to pay
attention to both the modularity and grain size of the problems chosen. Problems should be
decomposed into tasks thal are both independent and large enough to be worth the overhead
involved in task distribution. Non-independent tasks will require communication between processors,
while for very small tasks (e.g., simple arithmetic) the effort involved in distributing them and reporting
results would likely be greater than the work involved in solving the task itself.

Communication is slower than computation,
--> loose-coupling

--> efficient protocol

--> madular problems

--> problems with large grainsize

Fig. 2: Observations and implications.

We have argued above for logse coupling and based the argument on technological
cansiderations. The point can be argued from two additional perspectives as well. Firgl, the
comments earlier concerning the locality of action and information suggest that, for the class of
problems we wish to consider, tight coupling is unnecessary. The activities and resuits of any one
problem solver are generally relevant to only a few others. More widespread dissemination of
information will mostly likely only prove to be distracting.

5. Over short distances, of course, permarent hardwired links can be very effective. Where distances are large or varying
(e.g.. mobile rebots), bandwidth again becomes 8 limiting faclor.
Note also thal we mean communicaling alt the bits invalved in a computation, not just the final answer. Otherwise

communicating, sy, one bit o indicate the primality of a 100 digit number would surely be laster than doing the computation
to determine the answer.
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A second argument, described in [16], takes a more emphatic position and argues for loose
coupling even where it is known to produce temporary inconsistencies. They note that standard
approaches tc parallelism are typically designed to ensure that all processors always have mutually
consistent views of the problem. Such complete consistency, and the tight coupling it requires, is,
they claim not necessary. They suggest instead that distributed systems can be designed to be
"functionally accurate"”, i.e., the system will produce the correct answer eventually even though in an
intermediate state some processors may have inconsistent views of the problem.

Thus we have arguments against tight coupling based on technological considerations (the
communication/computation imbalance), pragmatic issues (the locality of action and information),
and empirical results which suggest that it may be unnecessary.

Any unique node is a potential bottleneck.

Any node with unique charasigristics is potentiaily a bottleneck that can slow down the
system (Figure 3). If those characteristics make the distinguished node useful to enough other nodes
in the system, then eventually those nodes may be forced stand idle while they wait for service. This
is equally true for a resource like data (for which the issue has been extensively studied) and a
“rasource" like control (for which considerably less work has been done). If one node were in charge
of directing the activities of all other nodes, then requests for decisions about what to do next would
in time accumulate faster than they could be processed.® From this it follows that control should be
decentralized. By this we mean that each node should have some Jdegree of autonomy in generating
new tasks and in deciding which task to do next.

Any unique node is & potential bottlaneck
--> distribute data
--» distribute control
--> organized behavior is hard to guarantee

Fig. 3: Further observations and implications,

Organized behavior is difficult to guarantee if control is decentralized.

In a system with completely centralized control, one processor is responsible for directing
the activities of all the others. It knows what all the other processors are doing at any given time, and,
armed with this globu! view of the problem, can assign processors to tasks in a manner that assures
organized behavior of the system as a whole. By "organized”, we mean that (among other things) ali
tasks will eventually be attended to, they will be dealt with in an order that reduces or eliminates the
rieed for one processor to wait for results from another, processor power will be well matched to the
tasks generated, etc. In more general terms, the set of processors will behave like a well-coordinated,
purpaseful team.

In the absence of a global overview, coordination and organization becomes much more

8. Such a node would also be an Achilles' heel in the system, since its fallure would result in total failure of the system.
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difficult. When control is decentralized, no one node has a global view of all activities in the system;
each node has a local view that includes information about only a subset of the tasks. The
appropriate organization of a number of such subsets does not necessarily result in appropriate
organization and behavior of the system as a whole.

In Section 4 we described the general problem of ensuring well-coordinated behavior; this is
a specific instantiation of that problem with respect to control. We are trying to achieve a global
effect (coherent behavior) from a collection of ioca! decisions (nodes organizing subsets of tasks).
We cannot centralize control for reasons noted above, yet it is not clear how to ensure coherent
behavior when control Is distributed.

7. AFRAMEWORK FORDISTRIBUTED PROBLEM SOLVING
7.1 A View of Distributed Problem Solving

We view distributed problem solving as Involving four central activities: problem
decomposition, sub-problem distribution, solution of sub-problems, and synthesis of the overall
solution. By decomposition we mean the standard notion of breaking a large problem into smaller,
more managable pieces; distribution involves the matching ot sub-problems with problem solvers
capable of handling them; the sub-problems are then solved; and finally those individual solutions
may need to be synthesized into a single, overall solution.

These four activites may occur individually and in the seguence noted, or may be combined
or carried out in parallel. The point is simply that all of them can make important contributions to the
problem solving process, so we need some mechanism for dealing with each.’

7.2 Task-Sharing, Negotation and the Connection Problem

We have emphasized above the importance of having a protocol for organizing problem
solving activity and proposed negotiation as a plausible basis for that protocol. But what shall we
negotiate? Qur work to date has followed the lead suggested by the cooperating experts mataphor
and explored the distribution of tasks as an appropriate subject. Thus, in this paper we focus on
application of the contract net to the distribution phase of distributed problem solving and show how
ncgotiation appears to be an effective tool for accomplishing the matching ot problem solvers and
tasks.,

Ta illustrate this, recall that the group of experts distributed a problem by decompaosing it into
ever smaller subtasks and distributing the subtasks among the group. We term this mode of
operation “task-sharing", because cooperation is bused on the dynamic decomposition and
distribution of subproblems.® But to enable distribution of the subproblems, there must be a way for
experts with tasks to be executed to find idle experts capable of executing those tasks. We call this
the "connection problem",

The contract net protocol supplies a mechanism to solve the connection problem: As we will
see, nodes with tasks to be executed negotiate with idle nodes over the appropriate matching of tagks

7 Far some problems the lirst or last activity may be trivial or unnecessary. Whera a problem is geographically distributed, for
example, the decomposition may be ohvious (but see the discussion of the sensor net in Seciion 8). In problems of distributed
control (e g . trafhc hght control), there may be no need to synthusize an "overall” answer.

8. Vask shaing in ils simplest form can be viewed as the distributed version of the traditicnal notion of problem
decomposition. 1ot adifterent approach to distribution, see [17].
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and nodes.

This approach is especially appropriate for a distributed problem solver because it requires
neither global control nor global data storage. Concurrency is also enhanced because both
managers and contractors simultaneously seek each other out.

A few words of terminology will be useful. The collection of nodes is referred to as a contract
net. Each node in the net takes on one of two roles: manager or contractor. A manager is
responsible for monitoring the execution of a task and processing the results of its execution. A
contractor is responsible for the actual execution of the task.?

Individual nodes are not designated a priori as managers or contractors; these are only roles,
and any node can take on either role dynamically during the course of problem solving. Typically a
node will take on both roles, often simultaneously for different contracts. This has the advantage that
individual nodes are not statically tied to a control hierarchy. .

For the sake of 2xposition, we describe the protocol in successive layers of detail, describing
first the content of the messages exchanged (Section 7-3), then their format (Section 7-4), and finally
the details of the language in which they are written (Section 7-5).

7.3 Contract Net Protocol --- Message Content

Message content is the heart of the issue, since it indicates what kinds of things nodes
should say to one another and provides the basis for cooperation.

Negotiation is initiated by the generation of a new task. As suggested in the experis
metaphor, this may occur when one problem solver decomposes a task into sub-tasks, or when it
decides that it does not have the knowledge or data required to carry out the task. When this occurs,
the node that generates the task advertises existence of the task with a task announcement
message (Figure 4). It then acts as the manager of that task for its duration. Many such
announcements are made over the course of time as new tasks are generated.

Meanwhile, nodes in the net are listening to the task announcements (Figure 5). They
evaluate their own level of interest in each task with respect to their specialized resources (hardware
and software), using task evaluation procedures specific to the problem at hand.”

When a task is found to be of sufficient interest, a node submits a bid (Figure 6). A bid
message indicates the capabilities of the bidder that are relevant to execution of the announced task.

A manager may receive several bids in response to a single task announcement (Figure 7).
Based on the information in the bids, it selects one or more nodes for execution of the task, using a
task-specificbid evaluation procedure.

The selection is communicated to the successtul bidders through an award message (Figure
8). The selected nodes assume responsibility for execution of the task, and each is called a
contractor for that task.

A contractor will typically partition a task and enter into (sub)contracts with other nodes. itis
then the manager for those contracts. This leads to the hierarchical control structure that is typical of
task-sharing.

A report is used by a contractor to inform its manager that a task has been partially executed

9. The hasic idea of contracting is nol new. For example, a rudimentary bidding scheme was used for resource allocation in
the DISTRIBUTED COMP'UTING SYSTI'M (DCS) {7]. Ihere, however, information exchanged during negotiation was rolatively
simple. The: contract nel takes a wider perspective and allows a bioadur range of descriptions to be used duting negotiation.

For a detailed discussion see [25].
10. 1t is in general up to the user o supply this and other task-specific procedures, but usefu!l defaults are available in the

system.
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(an interim report) or completed (a final report).The report contains a result description
that specifies the results of the execution.'!

The manager may terminate contracts with a termination message. The contractor
receiving such a message terminates execution of the contract and all related outstanding
subcontracts.

A contract is thus an explicit agreement between a node that generates a task (the manager)
and a node that executes the task (the contractor, Figure 8). Note that establishing a contract is a
process of mutual selection. Available contractors evaluate task announcements until they find one
of interest; the managers then evaluate the bids received from potential contractors and select the
ones they determine to be maost appropriate. Both parties ta the agresement have evaluated the
information supplied by the other and a mutual selection has been made.

We have dealt here with a simple example in order to focus on the issue of cooperation.
Additional complications which arige in implementing the protocol are discussed in detail in [24]; we
note them briefly here for reference. Focussed addressing is a more diract communication scheme
used where the generality of broadcast is not required. Directed contracts are used when a manager
knows which node is appropriate for a task. A request-response mechanism allows simple transfers
of information without the overhead of contracting. And finally, a node-available messuge allows
reversal of the normal negotiation process: When the computation load on the net is high, most task
announcements will not be answered with bids because all nodes will already be busy. The
node-available message allows an idie node to indicate that it is searching for a task to execute. The
protocol is thus load sensitive in response to changing demands of the task: When the load is low, the
spawning of a task is the important event; when the load is high, the avallability of a node is important.

11. Intonm repotts are useful when ganerntor-style control is desired. A nide can be set to work on a task and instrucled to
issun infarim reports whenever the next result is ready. It would then pause, awailing a mesaage that instructs it to continue
and produce another result,
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Fig. 4: Node issuing a task announcement.

\'\ TASK ANNOUNCEMENTS

MANAGER
w.

\[\\‘
POTENTIAL
CONTRACTOR
MANAGEf¢

MANAGER

Fig. 5: Idle node listening to task announcements.

g

POTENTIAL
CONTRACTOR g

Fig. 6: Node subinitting a bid.

!

)

!

DAVIS AND SMITH




NECGOTIATION A8 A METAPHOR -18. DAVIS AND SMITH ' o

§ N

MANAGER

_ POTENTIAL
POTENTIAL é“m““m"

CONTRACTOR
i

Fig. 7: Manager listening to bids coming In.

g \AWARO
b MANAGER g g

. POTENTIAL
! CONTRACTOR

: ;

3 Fig. 8: Manager making an award.

5

~/
CONTRACTOR

' ] g g

Fig. 9: A contract established,




NEGOTIATION AS A METAPHOR - 18- DAVIS AND BMITH

7.4 Contract Net Protocol --- Message Format

Each message is composed of a number of slots that specify the kind of information needed
to make up that type of message. A task announcement message, for example, has four main slots'?
(Figure 10). The eligibility specification is a list of criteria that a node must meet to be
eligible to submit a bid. The task abstraction is a brief description of the task to be executed. It
enables a node to rank the announced task relative to other announced tasks. The bid
specification is adescription of the expected form of a bid. It gives a manager a chance to say, in
effect, "Here's what | consider important about a node that wants to bid on this task." This provides a
common basis for comparison of bids, and enables a node to include in a bid only the information
about its capabilities that are relevant to the announced task. Finally, the expiration time is a
deadline for raceiving bids.

For any given application, the information that makes up the eligibility specification, etc.,
must be supplied by the user. Hence while the contract net protocol offers a framework specitying
the types of information that are necessary, it remains the task of the user to supply the actual
infarmation appropriate to the domain at hand,

Main Fask Announcement Slots

Eligibility specification
Task abstraction
Bid specification
Expiration time

Fig. 10: Task announcement format.

7.5 Contract Net Protacol --- the Common Internode Language

Finally, wa n=ad a language in which to specify the information in the slots of a message. For
a number of reasons, i iz useful to specity a single, relatively high level language in which all such
information is oxpressed. We cait this the common internode language. This language forms a
common basis for communication amo:ig un the nodes.

As an exampi:, considar a ‘isk announcemunt message that might be used in a system
working on a signal processing task. Assume that one node atiemnting i, anwyze o signal
determines that it would be useful tu have a Fourier transtorm of that signal. Unwilling or unable to do
the task itself (perhaps bacatisae of haicvare limitations), it decides to announce the task in order {0
solicit agsistance. It might issue atask announcement of tio sort shown in Figure 11,

12. There are algo slots that contmin hookkeeping information.
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To: hd

From: 25 )
Type: TASK ANNOUNCEMENT
Contract: 43-6

Task abstraction
TASK TYPE FOURIER~TRANSFORM
NUMBER POINTS 1024
NODE NAME 25
POSITION LAY 64N LONG 10W

Eligibility Specification
MUST-HAVE FFTBOX

Bid Specification
COMPLETION-TIME

Expiration Time
29 16457 NOV 1980

Fig. 11: Task announcement example.

The announcement is broadcast to all nodes within range ("To: *"), and indicates that there is a
TASK of TYPE FOURIER-TRANSFORM to be done. In order to consider bidding on it a node must have
an FFTBOX and a bid should specify estimated time to completion of the task.

The common internode language is currently built around a very simple attribute, object,
value representation. There are a number of predefined (domain-independent) terms (like TYPE of
TASK); these are supplemented with domain-specific terms (like FFTBOX). The domain-independent
terms are part of the language offered to the user and help him organize and specify the information
he has to supply. The domain-specific terms have to be added to the vocabulary by the user as
needed for the application at hand.

We noted above that information in the slots of a message is stated in terms of a common
internode language. The two important points here are that the information is being expressed as
statements in a language, and that the language is common to all the nodes.

It is useful to adopt the perspective that the messages are statements in a language, rather
than, say, patterns to be matched, because this offers the chance for more interesting exchange of
information. Standard pattern matching implies a restricted form of communication: A pattern either
matches or fails; if it succeeds the only information available comes from the bindings of pattern
variables. By viewing the messages as statements in a language we have attempted to make available
more general mechanisms for examining and responding to the messages. In particular, we find the
two-way exchange of information an important capability (see Section 9).

Itis also useful to identify a common "core” language shared by all the nodes. This makes it
much easier to add new nodes to the net. Any new node, preloaded with only the common internode
language. can use that language to isolate the information it needs to begin to participate in solving
the problem at hand (i.e., it can listen to and understand task annguncements, etc.), and express a
request for the transfer of any required information. If there were a number of distinct internode
languages, then a new node entering the net could only interact with a limited subset of the nodes,
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[

those which spoke its tanguage.'® This would make addition of new nodes to the net less effective.

A common language also makes passible invocation schemes more flexible than standard
procedure invocation, and this in turn facilitates addition of a new node to the net. For exampie, a
7 common language makes it possible to use invocation based on describing tasks to be done,™ rather
3 than naming specific KSs (procedures) to invoke next. When this technique is used, new nodes can
simply be added to the existing collection; they will find their own place in the scheme of things by
: listening to task annauncements, issuing bids, etc. With more traditional invocation schemes (e.g.,
standard procedure calling), a new node would have to be linked explicitly to others in the network.

8. EXAMPLE: DISTRIBUTED SENSING

The protocol described above has been implemented in INTERLISP and used to solve several
problems in a simulated multi. processor environment. The problems included search (e.g., the
8-queens problem) and signal interpretation (for details see [24]). In this section we describe use of
; the contract net on one such problem in signal interpretation: area surveillance of the sort
encountered in air or ship traffic control. We axplore the operation of a network of nodes, each
having either sensing or processing capabilities and all spread throughout a relatively large
g geographic area. Wae reler to such a network as a distributed sensing system (DSS).

b Although an operational DSS may have several functions, runging from passive analysis to
A active control over vehicle courses and speeds, we focus hera on the analysis function. The task
1 involves detection, classification, and tracking of vehicles; the solution to the problem is a dynamic
map of traffic in the area. Construction and maintenance of the map requires interpretation of the
4 large quantity of sensory information received by the collection of sensor elements.

3 Since we want to produce a single map of the entire area, we may choose {0 have cne
processor node --- which we will call the monitor node --- carry out the final integration of information
' and transmit it to the appropriate destination. It is also useful to assign that node the responsibility for
3 beginning the initialization of the DSS. Its total set of responaibilities therefore includes starting the
initialization as the first step in net operation, integrating the overall map as the fast step in analysis,
and then communicating the result to the appropriate agent. We will see that this monitor node does
not, by the way, corraspond to a central controller,

K Since the emphasis in this work has been on organizing the problem solving activities of
4 multiple prohlem solvers, wark on the signal interpretation aspects did not include construction of
low-level signal processing facilities. Instead it assumed the existence of appropriate signal
processing modules and focused on the subsequent symbolic interpretation of that information.

8.1 Hardware

All coinmunication in the DSS is assumed to take place over a broadcast channel (using for !
example, packet radio techniques, [13]). The nodes are assumed to be in fixed positions known to
themselves but not known a priori to other nodes in the net. Each node has one of two capabilities:
1 sensing or processing. The sensing capability includes low-level signal analysis and leature

13. Nole that the extrame case (in which every pair ol nodes communicates in their own privale language) is preciasety
standard procedure invocalion. To docode a procedute call. one must know the expecled order, typs, and number of
argumenis. This ig intormation which is shared only by the coller and procedute involved, in effect a private ianguage used for
communication between them.

14. Agis also dong in 'L ANNER and the other pattern duccted languages.
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extraction. We assume that a variety of sensor types exist in the DSS, that the sensors are widely
spaced, and that there is some overlap in sensor area coverage. Nodes with processing capability
supply the computational power necessary o effect the high-leve! analysis and control in the net.
They are not necessarily near the sensors whose data they process.

Figure 12 is a schematic representation of a DSS.

in the example that follows, some assumptions about such things as node locations, what
one node knows about another, etc., may seem to be carefully chosen rather than typically what one
would expect to find. This is entirely true. We have combined a number of plausible but carefully
chosen (and occasionally atypical) assumptions about hardware and software available in order to
disply a number of the capabilities of the contiact net in a single, brief example.

+ + +
. ] P ]
+ + + + +
P S s M s
+ + + +
S S ] P
+ + + + + +
S s P S S S

S= SENSOR NODE P » PROCESSOR NODE M » MONITOR NODE

Fig. 12: A distributed sensing system.

8.2 Data and Task Hierarchy

The DSS must integrate a large quantity of data, reducing it and transforming it into a form
meaningful to a human decision maker. We view this process as occurring in several stages, which
together form a data hierarchy (Figure 13). )

As we have chosen to solve the problem for this illustration, at any given moment a particular
node handles data at only one level of the data hierarchy, but may communicate with nodes at other
levels. In addition, the only form of signal processing we consider is narrow band spectral analysis.'s

15. Noise radiated by a vehicle typically contains narrow band signal components caused by rotating machinery. The
trequencies of such signals are correlated with the type of rotating machine and its speed of rotation; hence they are indicators
of the classification of the vehicle. Narrow band signals also undergo shifls in frequency due to Doppler effect or change in the
speed of rotation of the associated machine; hence they also provide speed and directional information. (Unfortunately,
alterations in signal strenglh also occur as a result of propagation conditions and variations in the distance between the
vehicle and the sensor.)
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OVERALL ARZA MAP
ARF AI MAP
YEHICLE
SIGNAL GROUP
SIGNAL

Fig. 13: Data hierarchy.

At the bottom of the hierarchy we have audio signals, which are described in terms of several
features: frequency, time of detection, strength, changes in strength, name and position of the
detecting node, and name, type, and orientation of the detecting sensor.

Signals are formed into signal groups, collections of related signals, One common signal
group is the harmonic set, a collection of signals in which the frequency of each signal is an integral
multiple of the lowest froquency. In the current example, a signal group is described in terms of its
fundamental frequency, time of formation, identity of the detecting node, and features of the detecting
sensor.

The next level of the hierarchy is the description of the vehicle. It has one or mare signal
groups associated with it and is further specified by pasition, speed, course, and classification.
Position can be established by triangulation, using matching groups detected by several sensors with
ditferent positions and orientations. Speed and course must be generally established over time by
tracking.

The area map forms the next level of the data hierarchy, it contains information about the
vehicle traffic in a given area. There will be several such maps lor the DSS, together they span the
total area of coverage of the system,

The final level is the complute or overall area map, produced in this example by the monitor,
which integrates information in the Individual area maps.

The hierarchy of tasks, Figure 14, follows directly from the data hierarchy. The monitor node
manages several arca contractors., These contractors are responsible for the formation of traffic
maps in their iImmediate areas. Each area contractor, in turn, manages several group contractors that
provide it with signal groups for its area. Each group contractor integrates raw signal data from signa/
contractors that have sensing capabilities.

The area coniractors also manage several vehicle contractors that are responsible for
integrating information about individual vehicles, Each of these contractors manages a classification
contractor that determines vehicle type, a /oculization contraclor that determines vehicle position,
and a tracking contractor that tracks the vehicle.
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OVERALL AREA
AREA

]
VEHICLE
GROUP |

] | |
SIGNAL  CLASSIFICATION LOCALIZATION  TRACKING

. e

Fig. 14: Task hierarchy.

8.3 Contract Net Implementation

There are two phases to this problem: initialization of the net and operation. Although there
are interesting aspects to both of these phases we will concern ourselves here primarily with
initialization. 1t is the phase that most easily iliustrates the transfer of contro! issues that form one
focus of the paper. The operation phase is dealt with only briefly; for further discussion see [23].

The terminology in the discussion that follows highlights the fact that the nodes in the
contract net play a dual role: They are simultaneously contractors obligated to carry out a task that
they were awarded, and managers for any tasks which they in turn announce. For example, node
number 2 in Figure 15 is simultaneously (i) a contractor for the area task (and hence is charged with
the duty of producing area maps from vehicle data), (ii) a manager for group formation tasks which it
announces and contracts out, and (iii) a manager for any vehicle tasks which it contracts out. Nodes
are thus simultaneously both workers and supervisors. (Compare Figure 14 and Figure 15.)

anr iy
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Fig. 15: Nodes and their roles.
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8.3.1 Initialization

The monitor node is responsible for initialization of the DSS and for formation of the overall
map. It must first select nodes tc be area contractors and partition the system's span of coverage into
areas based on the positions of those selected nodes. For purposes of illustration we assume that the
monitor node knows the names of the nodes that are potential area contractors, but must establish
their positions in order to do the partitioning.

It begins by announcing the task of area map formation, Because it knows the names of
potential contractors, it can avoid using a general broadcast and instead uses focused addressing.
The components of the announcement of primary interest here are the task abstraction, the eligibility
specification, and the bid specification. The tagk abstraction is simply the task type. The eligibility
specification is blank, since in this case the monitor node knows which nodes are potential
contractors and can address them directly. The bid specitication informs a prospective area
caontractor to respand with its position.

Recall that the purpose of a bid specification is to inform a node of how to bid so that a
manager can select from all of the bidders the most appropriate one(s) to execute the task. In this
case, node position is the relevant information. Potential area contractors respond with their
positions, and, given that information, the monitor node can partition the overall span of coverage
into approximaltely equal-sized areas. It then selects a subset of the bidders to be area contractors,
informing each of its area of responsibility in an award message. The negotiation sequence thus
makes available to the monitor node the positions of all of the potential area contractors, making
possible a partitioning of the overall area ot the DSS based on these paositions. This in turn enables
the DSS to adjust to a change in the number or position of potential area contractors.

Area contractors integrate vehicle data into area maps. They must first establish the
existence of vehicles on the basis of group data, To do this, each area contractor solicits other nodes
to provide that data. In the absence of any information about which nodes are suitable, each area
contractor announces the task using a general broadcast. The task abstraction in this message is the
type of task. The eligibility specification is the area for which the area contractor is responsible.'
The bid specification is again node position. Potential group contractors respond with their
respective positions, and based on this information the area contractors award contracts to nodes in
their areas of responsibility.

The group contractors integrate signal features into groups, and start by finding a set of
contractors to provide the signal features. Recall that we view node interaction as an agreement
between a node with a task to be done and a node capable of performing that task. Sometimes the
perspective on the ideal character of that agreement difters depending on the point of view of the
participant.  For example, from the perspective of the signal task managers, the best set of
contractors would have an adequate spatial distribution about the surrounding area and an adequate
distribution of sensor types. From the point of view of the signal task contractors, on the other hand,
the ideal match involves finding managers that are closest to them (in order to minimize potential
communication problems). '

The ability to express and deal with such disparate viewpoints is one advantage of the
cantract net framework. To see how the appropriate resolution is accomplished, consider the
messages exchanged between the signal managers and potential signal contractors. Each signal
manager announces its own signal task, using a message of the sort shown in Figure 16. The task
ahstraction is the type of task, the position of the manager making the announcement, and a

16 This ensures that a node s ehgiblo to bid on this 1ask onty if it i in the same area as the announcing area contractor and
helps to prevent a case n winch a group contracton g so b away trom its manager that ichable communication is diflicult to
achieva.
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specification of its area of responsibility. This enables a potential contractor to determine the
manager to which it should respond. The seligibility specification indicates that the only nodes that
should bid on the task are those which (a) have sensing capabilities, and (b) are located in the same
area as the manager that announced the task. The bid specification indicates that a bid should
contain the position of the bidder and the number of each of its sensor types, information that a
manager needs to select a suitable set of sensor nodes.

To: *

From: 25

Type: TASK ANNOUNCEMENT
Contract: 22-31

Task Abstraction:
TASK TYPE SIGNAL
POSITION LAT 47N LONG 17E
AREA NAME A SPECIFICATION {(...)

Eligibility Spacification
MUST-.HAVE SENSOR
MUST-HAVE POSITION AREA A

Bid Specitication
POSITION LAT LONG
EVERY SENSOR NAME TYPE

Expiration time
28 1730Z FEB 1979

Fig. 16: Signal task announc :ment.

The potential signal contractors listen to the task announcements made by signal managers.
They respond to the nearest manager with a bid (Figure 17) that supplies their position and a
description of their sensors. The managers use this inforimation to select a set of bidders that covers
their area of responsibility with a suitable variety of sensors, and then award signal contracts on this
basis (Figure 18).

To: 25
From: 42
Type: BID
Contract: 22.31

Node Abstraction
LAT 62N LONG 9W
SENSOR NAME S1 TYPE §
SENSOR NAME S2 TYPE S
SENSOR NAME T1 TYPE T

Fig. 17: Signal bid.
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To: 42
From: 25
Type: AWARD

Contract: 22.3.1

Task Specification
SENSOR NAME S1
SENSOR NAME S2

Fig. 18: Signal award.

The signal contract Is a good example of the negotlation process. It involves a mutual
decision based on local processing by both the managers and the potential contractors. The
potential contractors base their decision on a distance metric and respond to the closest manager,
The managers use the number of sensors and distribution of sensor types observed in the bids to
select a sel of contractors that covers each area with a variety of sensors. Thus each party to the
contract evaluates the proposals made by the other using its own distinct evaluation procedure.

To review the initialization process: we have a single monitor node that manages several area
contractors, Each area contractor manages several group contractors, and each group contractor
manages several signal contractors. The data initially flows from the bottom to ‘ne top of this
hierarchy. The signal contractors supply signal features; each group contracter integrates the
teatures from several signal contractors to form a signal group, and these groups are passed along to
the area contractors, which eventually form area maps by integrating information based on the data
from several group contractors. All the area maps are then passed to the monitor which forms the
final traffic map."

The initialization process reviewed above may appear at first glance to be somewhat more
alaborate than is strictly necessary. We have purposely taken a fairly general approach to the
problem to emphasize two aspects of contract net performance. First, as lilustrated by the signal
contract, contract negotiation is an interactive process involving (/) a two-way transfer of iniormation
{task announcements trom managers to contractors, bids from contractors to managers), (if) Jocal
evaluation (each puarty to the negatiation has its own local evaluation procedure), and (/i) mutual
selection (bidders select fram among task announcements, managers select from amony bids).

Second, the contract negotiation process offers a uselul degree of flexibility, making it well
suited to Al problems whose decompasition is not known a priori and well suited to problems whose
conliguration is likely to change over time. To illustrate this, consider that exactly the same
initialization process will work across a large variation in the number of and position of nodes
availuble (indeed the description given never mentions how many nodes there are, where they are
located, or how wide the total area of coverage is). There are clearly limits to this flexibility: if the area
of coverage were large enough to requires several thousand area contractors, then it might prove
useful to introduce another ievel of distribution in the hierarchy (Figure 14) between the monitor node
and the area contractor. But the current approach works with a wide range of available resources
and needs no maditication within that range. This can be very useful when available hardware
resources cannot be identitied a priorl with certainty, or when operating environments are hostile

17 As noted, in this example one area contraoclor maniges several group contractora and each group contractor in turn

manages several signal eontractors. Itis possible, howover, thit a single group contractor could supply information to sevaral
aren contiactons, and a simyle sigral contractor could supply information to severdl group contraclors, it may ba usetul, for
instance, to have a paticular group contractor near an arga boundary teport to the area conlractors on both sides of the

boundary. Thasis easilty accommodated within our tramework,
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enough to make hardware failure a significant occurrence.

8.3.2 Operatlon

We now consider the activities of the system as it begins operation. For the sake of brevity
the actions are described at the level of task announcements, bids, and contracts. For additional
details and examples of messages sent, see [23).

When a signal is detected or when a change occurs in the features of a known signal, the
detecting signal contractor reports this fact to its manager. This node, in turn, attempts to either
integrate the information into an existing signal group or form a new signal group (recall that the
manager for the signal task is also a contractor for the task of group formation, Figure 15).

Whenever a new group is detected, the contractor reports existence of the group to its
manager (an area contractor). The area contractor attempts to find a'node to execute a vehicle
contract, which involves classifying, localizing, and tracking the vehicle. The area contractor must
first determine whather the newly detectad group is attributable to a known vehicle. To do this, It
requests from all current vehicle contractors an indication of their belief that the new group can in
fact be attributed to one of the known vehicles. Based on the responses, the area contractor either
starts up a new vehicle contractor (if the group does not seem to fit an existing vehicle) or augments
the current contract of the appropriate vehicle contractor, adding to it the task of making certain that
the new group corresponds to a known vehicle. This may entail such things as gathering new data
via the adjustment of sensors or the creation of contracts with new sensor nodes.

The vehicle contractor then makes two task announcements: vehicle classification and
vehicle localization. A classification contractor may be able to classify directly, given the signal group
Information or it may require more data, in which case it can communicate directly with the
appropriate sensor nodes.'"" The localization task is a simple triangulation which is awarded to the
first bidder,

Once the vehicle has been localized, it must be tracked. This Is handied by the vehicle
contractor, which issues additional localization contracts from time to time and uses the results to
update its vehicle description. Alternatively, the area contractor could award separate tracking
contracts. The decision as to which method to use depends on loading and communication. I, for
example, the area contractor is very busy with integration of data from many group contractors, then
it seems more appropriate to isolate it from the additional !oad of tracking contracts. If, on the other
hand, the area contractor is not overly busy, then we can let it handle updated vehicle contracts,
taking advantage of the fact that it is in the best position to integrate the results and coordinate the
efforts of multiple tracking caontractors. In this example, we assume that the management load would
be too large for the area contractor.

A variety of other issues have to be considered in the design and operation of a real
distributed sensing system. Maost of them, however, are quite specific to the DSS application and
hence outside the main focus of thig paper.

18. As this example ilustrates, the contract net makes it possible for two contractors to communicate directly (i.e., horizontal
communication across the hierarchy) as well as via the more Iraditionnl {vertical) communication between managers and
conltractors.

b
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9. A PROGRESSION IN MECHANISMS FOR TRANSFER OF CONTROL

9.1 The Basic Questions and Fundamental Ditfferences

The contract net appears to offer a novel perspective on the traditional concepts of
invocation and transfer of control. To illustrate this, we examine the range of invocation mechanisms
that have been created since the earliest techniques were developed, and compare the perspective
implicitin each technique to the perspective used in the contract net,

In doing this comparison, we consider the process of transfer of control from the perspective
of both the caller and the respondent. We focus in particular on the issue of selection and consider
what opportunities a calling process has for selecting an appropriate respondent and what
opportunities a potential respondent has for salecting the task on which to work, In each case we
consider two basic questions that either the caller or the respondent might ask:

t Whatis the character of the choice available? (1.e., at runtime, does the caller
know about all potential respondents and can it choose from among them;
similarly does each respondent know all the potential callers for whom it might
work and can it choose from among them?)

t On what kind of information is that choice based? (e.g., are potential
respondents given, say, a pattern toc maich, or some more complex form of

information? What information is the caller given about the potentlal
respondents?)

The answers to these questions will demonstrate how our view of control transfer differs from
that of the earlier formalisims with respect to:

t Information transter: The announcement-bid-award sequence means that
there is the potentlal for more information, and more complex information,
translerred In both directions (between caller and respondent) during the
invocation process.

t Local ovaluation: The computation devoted lo the selection process, baged on
the information transfer noted above, is more extensive and more complex
than that used in traditional approaches. It is loca/ in the sense that
information is evaluated in a context associated with, and specific to, an
individual KS (rather than embodied in a global evaluation function),

t Mutual selection: The local selection process is symmetric, in the sense that
the caller evaluates potential respondents from its perspective (via the bid
evaluation procedure) and the respondents evaluate the available tasks from
their perspective (via the task evaluation procedures).

To put it another way, in the contract net the issue of transfer of control is more broadly
viewed as a problem of connecting managers (and their tasks) with contractors (and their KSs). This
view is inherently symmetnc in that both the caller (manager) and respondents (bidders) have a
selection to make. This symmetry in turn teads to the concept of establishing connection via
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negyotiation between the interested parties. Then, if we are to have a fruitful discussion, the
participants need to be able to "say" interesting things to one another (i.e., they need the ability to
transfer complex information). As the discussion below should make clear, previous models of
invocation do not share these qualities. They view transter of control as an essentially unidirectional
process (from caller to respondent), offer minimal opportunity for selection at runtime, and provide
restricted channels of communication between caller and respondent.

9.2 The Comparison

in discussing the various approaches to invocation we often refer to "standard" or
“traditional" forms of these approaches. Each of them could conceivably be modified in ways that
would render our comments less relevant, but our point here is to examine the tachniques as
conceived and as typically used.

Standard subroutine (procedure) invocation represents, by our standard, a degenerate case.
All the selaction of routines to be invoked is done betorehand by the programmer and is hardwired
into the code. The possible respondents are thus named explicitly in the source code, leaving no
opportunity for choice or nondeterminism at runtime.

In traditional production rule systems, a degree of choice for the caller (in this case the
interpreter) is avallable, since a number of rules may be retrieved at once. A range of selection
criteria have been used (called conflict resoiution schemes --- sge [5], but these have typically been
implemented with a single syntactic criterion hardwired into the interpreter. One standard scheme,
for instance, is to assign a fixed priority to each rule and then from among those retrieved lor possible
invacation, simply select the rule with the highest priority. Selection is t..us determined by a single
procedure applied uniformly to every set of rules.

In this approach to invocation there is some choice available in selecting a KS to be invoked
(since more than one rule may be retrieved), but the mechanism provided for making that choice
allows for only a single, preselected procedure that is to be applied in all cases. In addition, all of the
selection is done by the "caller"; there is no mechanism that offers the rules any ability to select how
they are to be invoked (e.g., if a rule can match the database in several ways, which of the possible
matches will actually be used?). Finally, only minima! information is transterred from potential
respondents back to the caller (at most a specification of what items in the database have been
matched, and how).

PLANNER's [10] pattern-directed invocation provides a facility at the programming language
tevel for nondeterministic KS retrieval, by matching goal specifications (patierns) against thearem
patterns. In the simplest case, theorems are retrieved one by one and matched against the goal
specification until a match is found. The order in which the theorems are tried is not defined by the
language and is dependent on implementation decisions.

PLANNER does ofter, in the recommendation i1st, a mechanism designed to allow the user ta
encode selection information. The "use" construct provides a way of specifying (by name) which
thaorems {0 try in which order. The theorem base filter consiruct offers a way of invoking u predicate
function which takes one argument (tha name of the next theorem whase pattern has matched the
goal) and which can veto the use of that thearem.

Note that there is a degree of setection possible here, since the theorem basae filter offers a
way of choosing among the theorems that might possibly be used. The selection may invoive a
considerable amount of compulation by the thearem base filter, and is local, in the sense that filters
may be specific to a particwlar goal pattern, However, the selection is also limited in several ways.
First, in the standard pi ANNI IR invocation mechanism, the information available to the caller is at best
the name of the next potential respondent. The caller does not receive any additional information
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from the potential respondent (such as, for instance, exactly how it matched the pattern), nor is there
any easy way to provide for infarmation transter in that direction. Second, the choice is, as noted, a
simple veto based on just that single KS. That is, since final judgment is passed on each potential KS
in turn, it is not possible to make comparisons batween potential KSs or to pass judgment on the
whole group and choose the one that looks by some measure the best. Both of these shortcomings
could be overcome if we were willing to create a superstructure on top of the existing invocation
mechanism, but this would be functionally identical to the announcement-bid-award mechanism
described above. The point is simply that the standard PLANNER invocation mechanism has no such
tacility, and the built-in depth-first search with backtracking makes it expensive to implement.

CONNIVER [18] represents a useful advance in nondeterministic invocation, since the result of
a pattern-directed call is a "possibilities list" containing a/l the KSs that match the pattern. While
there is no explicit mechanism parallel to PLANNER's recommendation list, the possibilities list is
accessible as a data structure and can be modified to reflect any judgments the caller might make
concerning the relative ulility of the KSs retrieved. Also, paired with each KS on the possiblilities list is
an association-list of pattern variables and bindings, which makes possible a determination ot how
the calling pattern was matched by each KS. This mechanism otfers the caller some information
about each respondent that can be uselul in making the judgments noted above. CONNIVER does not,
however, otfer the respondent any opportunity to perform local processing to select from among
callers.

The HEARSAY.Il [16] system illustrates a number of similar facilities in a data-directed system.
In particular, the focus of attention mechanism has a pointer to all the KSs that are ready to be
invoked (i.e., those whose stimulus frames have been matched), as well as information (in the
response frame) for estimating the potential contribution of each of the KSs. The system can effect
some degree of selection regarding the KSs ready for invocation and has avallable to it a body f
knowledge about each KS on which to base its selection. The response frame thus provides
information transtar from respondent to caller that, while fixed in format, s more extensive tha~
previous mechanisms. Considerable computation is also devoted to the selection process. Note.
however, thal the selection is not local, since there is a single, global strategy used lor every
selection.

The concept of meta-rules [3] offers a further advance in mechanisms to Ssupport
sophisticated control schemes. It suggests that KS selection can be viewed as problem solving and
can be effected using the same mechanism employed to solve prablems in the task domain. It views
selection as a process of pruning and reardering the applicable KSs and provides local selection by
allowing meta-rules to be associated with specific goals,'

Thare are several things to note about the systems reviewed thus far. First, we see an
increase in the amount and variety of information that is transferred from caller to respondent (e.g.,
from explicit naming in subroutines, to patterns in PLANNER and from respondent to caller (e.y., from
no response in subroutines to the response frames of HEARSAY-I. Note, however, that in no case do
we hive available a general information transmission mechanism, [n all cases, the mechanisms have
been designed to carry one particular sort of information and are not edsily modified.

Second. we seo a progression from the retrieval of a single KS to the retrieval of the entire set
of potentially useful KSs, providing the opportunity for more complex varieties of selection.

Finally, note that all the selectian so far is from one perspective, the selection of respondents
hy the caller. In none ol these systenis do the respondents have any choice in the matter.

To illustrate this last point, consider turning this situation around and creating a8 system
where respondents performed the sclection: a "task blackboard" system. The simplest form of such

19 The concept of negotiation in the contract nel grow, in parl, rom gencralizing this perspectlive 10 make it “bi-diractional":
Both managers and polential contraciors can devote computabional eftort to selecting lrom the alternabives availnble to them.
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a system would have a central task blackboard that contains an unordered list of tasks that need to be
performed. As a KS works on its current task, it may discover new (sub)tasks that require execution
and add them to the blackboard. When a KS finishes its current task, it looks at the blackboard,
evaluates the lists of tasks there, and decides which one it wants to executs.

Note that in this system the respondents would have all the selection capability. Rather than
having a caller announce a task and evaluate the set of KSs that respond, we have the KSs examining
the list of tasks and selecting the one they wish to work on. It is thus plausible 10 invert the standard
situation, but we still have unidirectional selection --- in this case, on the part of the respondent rather
than the caller.

PUPe [15], on the other hand, was tha first system to suggest that transfer of control could be
viewed as a discussion between the caller and potential respondents. In that system, if a KS receives
more than one offer to execute a task, a special "chooser” KS momentarily takes control and asks
"questions" of the respondents to determine which of them ought to be used. This is accomplished
by querying the parts of the KS. Each KS is composed of a standard set of parts, each part designed
to deal with a particular question about that KS. For example, the procedure in the WHEN and
COMPLEXITY parts of a KS answer the questions When should you take control? and How
costly are you? This interchange is highly stylized and not very flexible, but does represent an
attempt to implement explicit two-way communication.

The contract net differs from these approaches in several ways. First, from the point of view
of the caller (the manager), the standard task broadcast and response interchange has been
improved by making possible a more informative response. That is, instead of the traditional tools
that allow the caller to receive only a list of potential respondents, the contract net has available a
mechanism that makes it possible for the caller to receive an extensive description of potential utility
from each respondent (the bidders). The caller also has available {as in CONNIVER and the meta-rule
approach) a list of respondents rather than a sequence of names presented one at a time (as in
PLANNER.? Both of these make it possible to be more selective in making decisions about invocation.

Second, the contract net emphasizes local evaluation. An explicit place in the framework
has heen provided for maechanisms in which the caller can invest computational elfort in selecting
KSs for invocation (using the bid evaluation procedure) and the respondents can similarly invest
effort In selecting tasks to work on (using the task evaluation procedure). These selection procedures
are also local in the sense that they are associated with and written from the perspective of the
individual KS (as opposed to, say, HEARSAY-II's global focus of attention procedure).

Third, while we have labeled this process seiection, it might more appropriately be labeled
deliberation. This would emphasize that its purpose for the caller is to decide in general what to do
with the bids received and not merely which of them to accept. Note that one possible decision is that
none ol the bids is adequate and thus none of the potential respondents would be invoked (instead,
the task may be re-announced later).”’ This choice is not typically available in other problem solving
systems and emphasizes the wider perspective taken by the contract net on the transter of control
issue.

Finally, there appears to be a novel symmetry in the transter of control process. Recall that
PLANNER, CONNIVER, and HEARSAY-i all offer the caller some ability to select from among the
respondents, while a task blackboard system allows the respondents to salect from among the tasks.
The contract net (and purs), however, use an interactive, mutual selection process where task

20. More precisely, the caller has available a list of all those that have responded by lhe expiration time of ihe contract.

21 Similarly tha polential hidders deliborate over task announcements received and may decide that none is worth submitting
8 bid. Note also thal receiving hids but deciding thal none 15 good enough iy distinctly ditferant trom receiving no bids at all.
Raceiving no bids is analogous to 'inding no uselul theorems in PLANNER, 1eceiving bids but tuining down all of them giter
due consideration has no precise andglogy in existing languages.
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distribution is the result of a discussion between processors. As a result of the information
exchanged in this discussion, the caller can select from among potential respondents while the KSs
can select from among potential tasks.

10. SUITABLE APPLICATIONS

In this section we consider the sorts of problems for which the contract net is well suited.

The tramework has, for instance, been designed to provide a more powerful mechanism for
transfer of control than is available in current problem-solving systems. This mechanism will be
useful when we do not know in advance which KS should be invoked or do not know which node
shouid be given the task in question. In the first of thase situations .- not knowing in advance which
KS to invoke - we require some machinery for making the decision. The contract net's negotiation
and deliberation process is one such mechanism. It will prove most useful for problems in which
especially careful selection of KSs is important (i.e., problems for which we prefer the "knowledge"
end of the knowledge vs search tradeoff).

The second situation --- matching nodes and tasks -.- is inherent in a distributed
architecture, since no one node has complete knowledge of either the capabilities of or the busy/idle
state of every node in the network. We have labeled this the connection problem and have explored
the negotiation and deliberation process as a way of solving it as well,

The framework is well-matched to problems that can be viewed in tarms of a hierarchy of
tasks (e.g., heuristic search), or levels of data abstraction (e.g., applications that deal with audio or
vidso signals). Such problems lend themselves to decomposition into a set of relatively independent
tasks with little need for global information or synchronization. Individual tasks can be assigned to
separate processor nodes; these nodes can then execute the tasks with little need for communication
with other nodes.

The manager-contractor structure provides a natural way to effect hiararchical control (in the
distributed case. it's actually concurrent hierarchical control), and the managers at each lavel in the
hierarchy are an appropriate place for data integration and abstraction.

Note, by the way, that these control hierarchies are not simple vertical hiararchies but are
more complex generalized hierarchies. This is illustrated by the existence of communication links
other than those between managers and contractors. Nodes are able to communicate horizontally
with related contractors or with any othar nodes in the net, as we saw in the DSS example, where
classitication contractors communicated directly with signal contractors.

The framework is also primarily applicable to domains where the subtasks are large and
where it is worthwhile to expend a potentially nontrivial amount of computation and communication to
invoke tha best KSs for each subtask. it would, for instance, make little sense to go through an
extended mutual seleclion process to get some simple arithmetic done or to do a simple database
access. While our approach can be abbreviated to an appropriately terse degree of interchange for
simple problems (2.9., directed contacts and the request-reasponse mechanism), other systems are
already capable of supporting this variety of behavior. The primary contribution of aur framework lies
in applications to problems where the more complex interchange provides an elficient and elfective
basis lor problem solving.

Finally, the contract net is also useful in problems where the primary concerns are in
distributing control, achieving reliability, and avoiding boitlenecks, evan it, in thase problems, the
more complex variety of information exchange described uhove is unnecessary. The contract net's
negotiation mechanism olfers a menns for distributing control; sharing responsibility for tasks
between managers and contractors olfers a degree of raliability; and the careful dusign of the
mensage types in the protocol helps avoid saturating the communication channel and causing
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bottlenecks.

11. LIMITATIONS, EXTENSIONS, OPEN PROBLEMS
11.1 The Other Stages

Earlier we noted that this pape- focuses on application of the contract net to the distribution
stage of distributed problem solving. The other stages --- decomposition, sub-problem solution, and
answer synthesis --- are important foci for additional work. Problem decompasition, for example, is
not a well-understood process. It is easy to recognize when it is done well or badly, but there are
relatively few principles that can be used prospectively to produce good decompaositions.

We address below the issue of sub-problem solution, noting that a more cooperative
approach --- one in which individual nodes share partial solutions as they work --- can be useful in a
variety of prok!ems.

Finally, as we have explored elsewhere [4], there are a number of approaches to synthesizing
" adividual sub-problem results, each addressing a different anticipated level of problem interaction.

In future work we intend to explore applications of the contract net and the negotiation
metaphor to each of these topics.

11.2 Instantialing the Framework

The framework we have proposed --- the task announcement, bid, award sequence, the
common internode language, etc. --- offers some ideas about what kinds of information are useful tor
distributed problem solving and how that information can be organized. There is still a considerable
problem involved in instantiating the framework in the context of a specific task domain, Our protocol
provides a site for embedding particular types of information (e.g. an eligibility specification), but does
not speciiy exactly what that information is for any specific problem.

in this sense the contract net protocol is similar to Al languages like PLANNER, CONNIVER, QLISP
[(22), etc., which supply a framework for problem solving (e.g., the notions of goal specifications,
theorein ;.atterns, etc.), but leave to the user the task of specitying the content of that framework for
any given problem. We expect that further experience with our framework will lead to additional
structure to help guide its use,

11.5 Alternate Models of Cooperation

We have emphasized task -sharing as a mean= of Internode cooperation and have attempted
1o provide some mechanisms for the communication required to effect this mode of cooparation. We
sidve not as yet, however, adequately studied resuit-sharing [26] as a means of cooperation. in that
approuch, nodes assist each other through sharing of partial results. This type of cooperation
appears to be of use in dealing with several sorts of problems, For problems where erroneous data or
knowledge lead to conlflicting views at individua! nodes, sharing results can help to resolve those
inconsistencies (as for example in [17]). For some tasks, any individual subproblem is inherently
ambiguous even whien data and knowledge are complete and exact (e.g., the blocks world scene
identification in [29]; here the sharing of intermediate results can be an elfective means of reducing or
removing ambiguity. |t is our intention to examine the structure of communication for this mode of
cooperution with a view to extending the contract net ramework to incorporate it.
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It would also be usefui to develop a more advanced form of task-sharing. In our current
formulation, task distribution results in the traditional form of "hand out a subtask an get back a
result” interaction. We are currently exploring the possibility of expanding this to a mor« cooperative
form of interaction in which "what is to be done" is negotiated as well as "who is to do it"'.

We are also exploring lurther development of the dynamic configuration capabi:ity which the
contract net makes possible. As noted in Section 8.3, initialization of the DSS can take ir.to account
the resources available (nurber of sensors, etc.). We intend to extend this to dynamic
reconfiguration: the negotiation technique should provide a mechanism that allows nodes which have
become overloaded to shed some of their workload by distributing tasks to other available nodes.

11.4 Optimality of the Negotiation Process

As noted, a major goal of the contract net framework is to provide a mechanism for solving
the connection problem --- achieving an appropriate matching of tasks to processor nodes. Yet it is
easily seen that the negotiation process described above does not guarantee an optimal/ matching of
tasks and nodes.

There are two reasons why this may occur. First, there is the problem of timing. A noda that
becomes iclle chooses a task to bid on from among the task announcements it has heard up to that
time. Similarly, a manager chooses what to do on the basis of the bids it has received by the
expiration time for its task announcement. But since the net operates asynchronously, new tauk
announcements and new bids are made at unpredictable times. A better matching of nodes to tasks
might be achieved if there were some way to know that it was appropriate for a node to ait just a little
longer betore bldding, or for a manager to wait a little longer before awarding a task.

" Second, at any given instant in time, the complete matching of nodes and tasks results from
a number of local decisions. Each idle node chooses the most interesting task to bid on, without
reference to what other idle nodes may be choosing; each manager chooses the best bid(s) it has
received without reference to what any other manager may be doing. The best global assignment
does not necessarily result from the simple concatenation of all of the best local assignments.®

Consider tor example a situation in which two managers (A and B) have both anncunced
tasks, and two potential contructors (X and Y) have each responded by bidding on both tasks,
imagine further that from A's perspective, X's bid is rated .9 (on a 0 to 1 scale), while Y's is rated .8
(Figure 19). Conversely, from B's perspactive, X is rated .8 and Y Ig rated .2

A B

X .9
Y .8 Y .2
Fig. 18: Managers rating bids from prospective cornitractors.

From a purely local perspective, both of the managers want X as their contractor; from a
more global perspactive it may make more sense to have A "settle" for Y, and give X ta B. Yet we
cannot in general create the more global perspective without exchanging what may be extensive
amounts of information,

22. This appeats to be a variely of the “prisoner’s dilemma® prablem (sec e.g., [9], [28]).
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The first of the two problems (timing) appears unavoidable given that we have chasen to deal
with the kinds of problems typically attacked in Al, problems whose total decompaosition is not known
a priori. In a speech understanding problem, for instance, we cannot set up a fixed sequence of KS
invocations beforehand because the utility of any given KS is not predictable in advance. Similarly, in
a DSS, we have the same inability to predict KS utility, ptus the added difficulty of new signals arriving
at unpredictable moments.

If we do not know in advance which subtasks will arise and when, or exactly which KSs will
be useful at eéach point, then we clearly cannot plan the opt/imal assignment of nodes to tasks for the
entire duration of the problem. Some planning may be possible, however, even if we lack complete
knowledge of a problem's eventual decomposition. We are currently studying ways to make use ot
partial information about tasks yet to be encountered or nodes that are soon going to be idle.

The second problem (local decisions) appears inherent in any decentralization of control and
decision making. As noted earlier, we want to distribute control (lor reasons of speed,
problem-solving power, reliability, etc.). Given distributed control, however, globally optimal control
decisions are possible only at the cost of transmitting extensive amounts of information between
managers every time an award is about to be made. With that approach, inefficiencies due to
suboptimal control decisions are traded for inefliciencies arising from transmission delays and
channel saturation. We are currently studying this tradeoff and exploring ways of minimizing the
difficulties that arise from this problem.

It appears then, that as a result of the unpredictability of the timing of subtasks and the
necessity of making local decisions, precisely optimal matching of nodes to tasks is not possible,
Note, howaever, that our stated goal Is an appropriate assignment of nodes to tasks. Operation of the
contract net is not predicated on optimal matching. In addition, the small set of experiments we have
done so far indicate that overall performance is not seriously degraded by suboptimal matching.

11.5 Coheront Behavior

We do not yet fully understand the more general problem of achieving globally coherent
behavior in a system with distributed control. The fundamental difficulty was described earlier: Wa
require distributed contral in order to eftect loose coupling, yet coharent behavior usually requires a
globa! perspective.

Some aspects of the contract net protocol were motivated by attempts to overcome this
problem. First, each node in a contract net maintains a list of the best recent task announcements it
has seen .- a kind of window on the tasks at hand lor the net as a whole. This window enables the
nodas o compare announcements, to assist in making the best task selections over time. Second,
the task abstraction supplies information which enables a node to compare announcements and
salgct the most appropriate. In a similar tashion, information in bids (the node abstraction) enables
managers to compare bids from different nodes and select the most appropriate. In addition, the task
and data hierarchies provide an overview of DSS function, helping to organize the overall efforts of
the nodaes.

Wae still have the problem that good local decisions do not necessarily add up to good global
behavior, as the example in the previous section showed. However, the steps noted at least
contribute to local decisions that are made on the basis of an extended (not snapshot) view of system
performance and decisions that are based on extensive information about tasks and bids.

In the most general terms we see our efforts aimed at developing a problem solving protocol.
The protacol should contain primitives appropriate for talking about and doing problem solving, and
should structure the interaction betwean problem solvers in ways that contribute to coordinated
behavior of the group. We have thus far taken an initial step in this direction with the development ol
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the task announcement, bid, and award sequence.

12. SUMMARY

The preceding discussion considered the contract net in a number of different contexts. In
the most st acilic view, it was considered a mechanism for building a distributed sensing system.
More generally, it offered an approach to distributed problem solving and a view of distributed
processing. In the most general view, it was considered in the context of Al problem solving
techniques. In the sections that follow we consider the advantages offered by the contract net in
each of these contexts, reviewing in the pror.ess the central themes of the paper.

12.1 Contributions to Distributed Processing

A distributed processing approach to computation offers the potential for a number of
benefits, including speed and the ability to handle applications that have a natural spatial distribution.
The design of the contract net framework attempts to ensure that these potential benefits are indeed
realized.

In order to realize speed in distributed systems, we need to avoid bottienecks. They can
arise in two primary ways: by concentrating disproportionate amounts of computation or
communication at central resources, and by saturating available communication channels so that
nodes must remain Idle while messages are transmitted,

To avoid bottlenecks we distribute control and data. In the DSS example, data is distributed
dynamically as a result of the division of the net into areas during the initialization phase. Control Ia
distributed dynamically through the use of a negotiation process to effect the connection ol tasks with
idle processors.

The contract net design algo tries to avold communication channel saturation by reducing
the number and length of messages. The inlormation in task announcements (like eligibility
specifications), for instance, helps eliminate extra message traffic, thereby helping to minimize the
amount of channel capacity consumed by communication overhead. Simiiarly, bid messages can ba
kept short and "to the point" through the use of the bid specitication mechanism.

Finally, the ability to handle applications with a natural spatial or tunctional distribution is
facilitated by viewing task distribution as a connection problem and by having the processors
themselves negotiate to solve the problem. This makes it possible for the collection of available
processors to "spread themselves" over the set of tasks to be done, distributing the workload
dynamically,

12.2 Contributions to Distributed Problem Solving

As we noled earlier (Section 6), a central Issue in distributed problem solving is organization:
How can we distribute control and yet maintain coherent behavior?

One way to accomplish this is by what we have culled task-sharing, the distribution around
the net of tasks relevant to solving the overall problem. As we have secn, the contract net views
task-sharing in terms of connecting idle nodes with tasks yet to be done. It effects this matching by
structuring interaction around negotiation as an organizing principle.

Negotiation in furn is implemented by focusing on what it is that processors should say to
one another. The motivation for our protocol is thus to supply one idea on what to say rather than
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how to communicate.

As the example in Section 8 showed, use of the contract net makes it possible for the system
to be configured dynamically, taking into account (in that example) such factors as the number of
sensor and processor nodes available, their location, and the ease with which communication can be
established. Such a configuration offers a umber of improvements over a static, a priori
configuration. It provides, for instance, a degree of simplicity: The same software is capable of
initializing and running networks with a wide variation of available hardware. If the configuration were
static, each new conliguration would presumably require human intervention for its basic design
(e.g., assigning nodes to tasks) and might require modifications to software as well.

Dynamic configuration also means that most nodes that must cooperate are able to
communicate with one another directly. This reduces the necessity for either indirect routing of
messages or the use of powerful transmitters for all nodes.

The contract net also offers advantages in terms of increased reliability. By distributing both
control and data, for instance, we ensure that there is no one node or even a subset of nodes whose
logs would totally cripple the system. In addition, recovery from failure of a node is aided by the
presence of explicit links between managers and their contractors. The failure of any contractor can
be detected by its manager; the contract for which it was responsible can then be re-announced and
awarded to another node. There is, in addition, the possibility of reliability arising from "load sensitive
redundancy”. When load on the net is low, we might take advantage of idle processors by making
redundant awards of the same contract. The system thus offers the opportunity to make resource
allocation decisions opportunigically, taking advantage of idle resources to provide additional
reliability.

The framework also makes it reasonably easy to add new nodes to the net at any time. This
is useful for replacing nodes that have failed or adding new nodes in response to increased
computational load on the net. Two elements of the framework provide the foundation for this
capability. First, the contract negotiation process uses a form of "anonymous invocation": the KSs to
be invoked are described rather than named. Second, there is a single language "spoken" by all the
nodes.

The concept of describing rather than naming KSs has its roots in the goal directed
invocation of various Al languages and the notion of pattern-directed invocation generally (see, e.9.,
[30]), where it was motivated by the desire tor more sophisticated forms of KS retrieval. It also,
however, turns out to offer an interesting and useful form of "substitutability”, simply because where
names are unigue, descriptions are not, and a wide range of KSs may satisfy a single description. As
a result, in a system with invocation by name, the addition of a new KS requires maditication of the
existing code to insure that the new KS is indeed invoked. When invocation is by description, adding
a new KS involves simply making it available to the existing collection of KSs; it will be invoked
whenever its description is matched (in our case, whenever it chooses to bid on a task
announcement). The contract net thus shares with other systems using anonymous invocation the
ability to add new KSs by simply “throwing them into the pot".

Second, the use of a single language "spoken" by all the nodes simplifies communication. If
we are to add a new node, it must have some way of communicating with other nodes in the net, The
contract net simplifies this issue by providing a very ccmpact language: The basic protocol (task
announcement, bid, award) provides the elementary "syntax" for com  ication, while the common
internode language provides the vacabulary used to express the conter.t of the messages exchanged.

Thus, anonymous invocation means that it is possible for a new node to begin participating in
the operation of the net by listening to the messages being exchanged. (If invocation were by name,
listening o message tra*fic would do no gond). The use of a single language means that the node will
understand the messages, and the use of a very simple language means that the task of initializing a
node is easier.
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12.3 Contributions to Artificial Intelligence

The contract net offers a novel view on the nature of the invocation process. As we have
seen, it views task distribution as a problem of connecting tasks to KSs capable of executing those
tasks, and eftects this conneclion via negotiation.

In Section 9 we used this perspective to examine existing models of invocation and evaluate
them along several dilnensions. This discussion showed, first, that in previous models connection is
typically effected with a transfer of information that is unidirectional; hence the connection process is
asymmetric. Control resides either .vith the tasks (goal-driven invocation) or with the KSs (data-driven
invocation). In the contract net view, by contrast, the transfer is two-way, as each participant in the
negotiation offers information about itself. This in turn means that control can be shared by both; the
problem becomes one of mutual selection.

We then showed that the information transferred is typically limited in content. In the
contract net, on the other hand, the information is not limited to a name or pattern, but is instead
expanded to include statements expressible in the common internode language.

Third, the discussion showed that information about a more complete collection of candidate
KSs is available before final selection is made. This makes possible a wider rarge of KS and task
selection strategies than are possible if KSs and tasks must be selected or rejected as they are
encountered.

Finally, we noted that this expanded view of invocation effects a true deliberation process,
since one possible outcome of the negotiation is that none of the bids received is judged good
enough, and hence none of the potential contractors will be selected. This appears to be a useful
advance that has no precise analogy in previous programming languages and applications.

12.4 Conclusion: the Major Themes Revisited

Two af the major themas of this paper were the notion of protocols aimed at problem solving
rather than communication and the concept of negotiation as a basic mechanism for interaction. The
first was illustrated by the use of message types like task announcement, bid, and award. This
focused the contract net protocot at the level of problem solving and provided a step toward
indicating what kinds of information should be transferred between nodes.

The utility of negotiation as an interaction mechanism was demonstrated in two settings.
First, our basic approach to cooperation relies on task-sharing, and negatiation is used to distribute
tasks among the nodes of the net. This makes possible distribution based on mutual selection,
yielding a good match of nodes and tasks. Second, negotiation was used to eltect transfer of control.
In that setting it offered a framework in which the matching of KSs to tasks was based on more
information than is usually available (due to the transfer of information in both directions, and the
transler of more complex information). As a result, negotiation makes It poasible to effect a finer
degree of control and to be more selective in making decisions about invocation than is the case with
previous mechanisms.
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